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Abstract—This paper presents a novel fault attack against
Substitution Permutation Networks. The main advantage of
the method is an absence of necessity to know the exact
cipher’s input and output values. The attack relies only on
the number of faulty ciphertexts originated from the same
unknown plaintext. The underlying model is a multiple bit-
set or bit-reset faults injected several times at the same
intermediate round state. This method can be applied against
any round thus any round key can be extracted. The attack
was shown to be efficient by simulation against several SPN
block ciphers.
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I. INTRODUCTION

One of the first examples of faults being injected into a
chip was accidental. It was noticed that radioactive parti-
cles produced by elements naturally present in packaging
material [1] caused faults in chips. Specifically, Uranium-
235, Uranium-238 and Thorium-230 residues present in
the packaging decay to Lead-206 while releasing « par-
ticles. These particles create a charge in sensitive chip
areas causing bits to flip. Whilst these elements were only
present in two or three parts per million, this concentration
was sufficient to affect chip behavior. Subsequent research
included studying and simulating the effects of cosmic rays
on semiconductors [2]. Cosmic rays are very weak at ground
level due to the earths atmosphere, but their effect becomes
more pronounced in the upper atmosphere and outer space.
This problem is further compounded by the fact that the
more RAM a computer has the higher the chance of a fault
occurring. This has provoked a great deal of research by
organizations such as NASA and Boeing. Most of the work
on fault resistance was motivated by this vulnerability to
charged particles. Considerable engineering endeavors were
devoted to the hardening of electronic devices designed to
operate in harsh environments. This has mainly been done
using simulators to model circuits and study the effect of
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randomly induced faults. Various fault induction methods
have since been discovered but all have in common similar
effects on chips. One such example is the use of a laser
to imitate the effect of charged particles [3]. The different
faults that can be produced have been characterized to
enable the design of suitable protections. The first attack
that used a fault to derive secret information [4] targeted
the RSA public-key cryptosystem. Basically, a fault was
introduced to reveal the two secret prime numbers that
compromised the RSA system. This led to similar attacks on
other cryptographic algorithms. In particular, Fault Attacks
(FAs) were adapted to Substitution Permutation Networks
(SPNs) [5]. SPN-based algorithms apply several independent
transformations that can be efficiently implemented in both
software and hardware [6]. Experience, along with many
years of cryptanalysis effort, indicates that SPNs are a good
block cipher build-blocks [7]-[11], even though they are
vulnerable to fault attacks. The two main FAs against SPN
are Differential Fault Analysis (DFA) and Collision Fault
Analysis (CFA). These attacks have been mostly developed
for the AES but have been later adapted for other SPN
ciphers.

DFA requires a pair of correct and faulty ciphertexts that
are the result of the same plaintext encryption [5], [12], [13].
Since two encryptions perform identically up to the fault
injection point, the two ciphertexts can be considered as the
outputs of a reduced-round block cipher where the inputs
are unknown but have a small difference [14]. Analyzing
the propagation of this difference (called differential) over
the small number of rounds, an attacker can gain key
information involved in these rounds.

When the same plaintext cannot be encrypted twice, a
ciphertext-based attack remains practical as shown by [15].
A bias introduced at the input of an S-box can be used
to distinguish the correct key. Because the S-box is a non-
linear transformation then an input’s entropy computed from
all the faulty results with a wrong key guess would be undis-
tinguishable from the entropy of a uniformly distributed
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variable. The input’s entropy computed for the correct key
candidate shall be different due to the introduced bias. The
multiple bit-reset fault model considered in [15] is a typical
fault that can introduce a bias.

While DFA uses a fault injected at the last SPN rounds,
CFA exploits errors at the beginning of encryption [16],
[17]. CFA looks for a collision between genuine and faulty
encryptions of plaintexts M and M respectively. Since the
encryptions perform differently up to the point when the
fault compensates both state values, the two plaintexts could
be considered as the inputs to a reduced-round block cipher
that outputs a predictable differential after several rounds.

To the authors’ best knowledge all FAs against SPNs
require either full control over the cipher’s input and/or the
opportunity to inspect the encryption’s result. Restricting the
attacker’s access to plaintext and ciphertext is considered as
good countermeasure for systems where the secret data can
not be easily modified, for example a shared root key used in
UMTS [18]. However, these countermeasures cannot protect
the system against all FAs.

1) Our contribution: In this paper we present an attack
that does not require a direct access to cipher’s input and
output. The attack assumes the following: (1) an attacker can
encrypt several unknown plaintexts multiple times under the
same key; (2) encryption results can be compared between
themselves without disclosing their values (this is somewhat
similar to the “generic model” often used in public-key
cryptography [19]); (3) a multiple random bit-reset or bit-set
fault can be injected during the encryption rounds.

Our method infers information from the relationship
between the number of faulty ciphertexts originated from
the same unknown plaintext and an intermediate state’s
Hamming weight. We show that each SPN round comprises
a key-involved operation that can reveal the round key if
input and output Hamming weights of this operation are
known. Simulations show that this attack is practical against
LED [9], AES [8] and SAFER++ [20] algorithms.

The attack is performed in two phases: fault injection and
key search. The fault injection phase is used to determine the
Hamming weights of intermediate states. When a number
of fault injections is limited, we determine an occurrence
probability for each possible Hamming weight value. The
key search phase is done in two steps: The first step applies a
finite field equation to filter-out key candidates. The second
step assigns likelihood information to each key candidate
which, in turn, reveals the correct key with high probability.

2) Paper organisation: The paper is organized as follows.
Section II recalls Substitution Permutation Networks and
discusses previous fault-based attacks. Section III introduces
the new FA. Section IV explains how to determine the fault
injection point and the natural countermeasures against this
attack. Section V concludes the paper.
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II. PRELIMINARIES
A. Substitution-permutation networks

A Substitution Permutation Network (SPN) is a sequence
of invertible transformations used in symmetric key cryp-
tosystems. An SPN is made up of confusion and diffusion
stages. Coupled with key mixing operation, confusion and
diffusion transforms form a round. Iteratively applied rounds
yield an invertible mapping fi : F5 — F5 called the block
cipher, where /C is a block cipher key, usually referred to
as a master key, n is the size of plaintext and ciphertext in
bits.

A confusion stage or S-box, denoted as S, is a non-linear
bijective transformation used to map a b-bit element into
another b-bit element:

S:Fh — T (1)

During the confusion stage the current n-bit string is fed
into a series of m S-boxes, where n = bm. The same set
of S-boxes may be used in each round, or the S-boxes may
change from round to round.

The diffusion layer, denoted as P, is a linear transform
that reshuffles n-bit inputs.

P ()" — (Fy)" @

The main purpose of diffusion is to spread small input vari-
ations over a significant amount of output bits. Permutation
P is designed so that the output bits of any given S-box are
spread over different S-boxes in the next round.

A key mixing operation, denoted as A, combines the n-bit
input with an n-bit round key K.

A :F} x F} — F? 3)

The sub-keys K; are derived from the master key K accord-
ing to the key schedule algorithm. The key schedule is often
made of a simple confusion-diffusion operations set.

A typical SPN-based block cipher, shown on Figure 1,
can be described by the equation (4).

Fi : A |k, oSo(Of;llA |k, oPoS)oA|K0 )

Note that the very first and last operations performed
in this SPN are sub-key mixing operations. This is called
whitening and is regarded as a useful way to prevent an
attacker from even beginning to carry out an encryption or
decryption operation if the key is not known.

In the last round, the permutation P is not applied.
Consequently, the encryption algorithm can also be used for
decryption, if appropriate modifications are made for the key
schedule and if permutations are replaced be their inverses.

The following definitions are used along the paper.

Hamming weight Let X be an array of M elements X =
[€0,%1,...,2p—1]. The number of non-zero elements in
X, known as the Hamming weight of X, is denoted by
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Figure 1: A typical SPN-based block cipher.

Entropy Suppose X is a discrete random variable which
takes values from . Then, the entropy of a random variable
X is defined to be the following quantity in bits

H(X) ==Y Pr[X = z]log,(Pr[X = z])

zE]Fg

®)

Note that if variable X is uniformly distributed, i.e.
Pr(X = z] = 4 for all z € F5, then H(X) =b.

T-radical branch number A T-radical branch number B
of a linear diffusion layer P is defined as:

Br(P)=_ min {HW(P(x))}, =€ (F3)"

min

W(z)=

A definition of leakage-immunity similar to one given
in [21] is given below. We consider an operation F'(k,m)
taking an unknown key k£ and a message m as arguments.
A definition of Hamming Weight Probability Distribution
(HWPD) for operation F' which will be used in the section
IIT is also recalled below.

Leakage immune operation F Operation F'(k,m) is
leakage immune if for all distributions (k,m) and (k',m’)
the distributions F'(k,m) and F (k',m') are statistically
indistinguishable.

Hamming weight probability distribution for operation I
A Hamming Weight Probability Distribution (HWPD) for
operation F

Pr[HW(x), HW(F(k,x))] (6)

is a bivariate probability distribution to obtain a pair
(HW(z), HW(F(k,x))) for a given key k € F} and a
uniform input = € F3.
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We will use the following notations:

n block size in bits

R number of SPN cipher rounds

b S-box input/output size (S stands for the S-box)

m number of S-box invocations per round

P the linear diffusion

A the key mixing

K, r-round key

X, r-round input

X5 r-round state after S-box

X5k r-round state after linear diffusion

HW(zx) Hamming weight of x

H(X) the entropy of X

A a random variable defined over a subset of I}
(an error space)

sl an outcome of A ie. a computational error

Br(P) T-radical branch number of a diffusion layer

K* a correct key

(C*,C%)  outputs of correct and faulty encryptions of an
identical plaintext

(M, M%) inputs of correct and faulty encryptions that

gave the same ciphertext

When indexed by j € [1,m], the notations K, ;, X, ;,
X7, X2F refer to S-box number j used to indicated parts

of K,,X,, X5, X5P (see Figure 2).

B. Ciphertext-based attacks against SPN

This section recalls ciphertext-based attacks against SPN
ciphers.

1) Attack on round R: We consider a fault § introduced
before S-box transformation in the last round R. Since all
the SPN operations are reversible the correct X and faulty
0 @ X states can be computed as follows:

Xr
0D Xr

51 oA™ i, (C)
S oA [ (€) 7

Equations (7) can be considered as a round-reduced cipher
where two known inputs C' # C' produce an output with a
predictable differential J. For a given key candidate K and
a ciphertext pair (C'?,C") we have:

6 =Sto AT Kk (CH ST oA [k (CY) (8)

The introduced error §; is assumed to be the outcome a non
uniformly distributed variable A, i.e. H(A) = #H < b. Given
the non-linear property of the S-box the corresponding set
of errors 0% . computed for all the pairs (Cj, C;) with
a wrong key shall be uniformly distributed [22]. The set of
errors 0% _ . computed with the correct key shall be non
uniformly distributed; hence, the error entropy can be used

for key selection.
b if K#K*
H

1—+00

®



The general entropy approach is described in [23], while a
special case when H(Ag.) =1 is described in [5].

When the same plaintext cannot be encrypted twice,
ciphertext-based attacks still apply. In that case the fault has
to corrupt the uniformity of the entire input so the entropy
would be smaller for the correct key guess as stated by [15].
The fault that can corrupt the uniformity of an entire input
is the AND and OR fault models:

XR 6N Xp
Xr o0V Xg

2) Attack on round R — 1: Another generally considered
ciphertext-based attack exploits computational errors before
the last P permutation at round R — 1. Both correct X5 _,
and faulty 6@ X5 _, states can be computed from the known
ciphertexts:

Xia
s X5,

Pil OA_l ‘KR—l OS_l OA_l ‘KR (C)

p! oAil ‘KR—I Osil oAil ‘KR (C)

Note that the error space is a subset of (F5)"**® ™ where
Brw(s)(P) is a HW(J)-branch number. The differential §*
can be written as a function of Kp_1, Kr, C?, C* as shown
by equation (10).

5t P—l OA71 |KR,1 OS71 OAil |KR (sz)@
PloA™! ‘KR—l o8 toA™! ‘KR (Cz)

To recover the correct key, the variable §x—j~ obtained for
the correct key has to be at least distinguishable from the
variable X uniformly distributed over (FQ)BHW“)(P). Since
equation (10) exploits both Kr_1, Kr round keys the search
key space has to be squared to (FS)Z'BHW(‘”(P).

The expression (10) can be simplified if the key mixing
operation is a bit-wise exclusive or (XOR) between a round
key and a state, i.e. A |k oX : K & X, and permutation P
is linear with respect to XOR:

8 = PHSTI oA |k, (CHe
S_1 OA_1 |KR (Cl))

In this case the candidate key space is reduced to
(Fb)Bwa)(P)
3 .

(10)

Y

The attack described by equation (11) can be applied
against AES if an error has entropy smaller than 32. The
fault when up to three out of four bytes of MixColumn’s
input are modified is described in [5], [13], [24], all 4 bytes
modification is presented in [25], [26].

C. Plaintext-based attacks against SPN

Plaintext-based attacks, namely CFA, can be used when
a cipher’s output cannot be directly accessed but compared
with previous encryption results. The main difference with
ciphertext-based attacks is that an attacker inject faults in
early SPN rounds. When a correct and tampered encryptions
of different plaintexts returned the same result an attacker
can gain secret key information.
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1) Attack on first round: Similar to the previously de-
scribed last round attack we consider a fault ¢ introduced
after S-box transformation at the first SPN round. The
correct X7 and faulty X7 states can be computed as
follows:

X7
X7

SoA [k, (M)
SoA |K0 (M)

Equation (12) can be considered as a round-reduced cipher
where two known inputs M # M produce an output with a
predictable differential 6. An injected error 6 modified the
state X so that:

12)

Xy
) =

XP @
X7 o Xy

§=SoA |k, (M)®SoA |k, (M) (13)

For a given key byte candidate K and a byte pair (M, M?)
we have:

0t =SoA |g (M) ®SoA |k (M)

The errors ¢; are assumed to be non uniformly distributed,
ie. H(A) = # < b. Given the properties of S-box the
corresponding set of errors &y, x. computed with a wrong

key for all the encryptions of (M?, M ) resulted in ciphertext
collision shall be uniformly distributed. The set of errors
8% _ e~ computed with the correct key shall converge to non
uniform distribution. Therefore the error entropy can be used
to distinguish the correct key candidate:

b if K#K*
H

if K=KF*
A special case when H(Ag,) =1 is described in [17].

To the authors’ best knowledge both the general entropy
case [23] and faulty ciphertexts only attack [15] have not
been adapted for the first SPN round yet. A comparison of
equations (7) and (12) shows that this adaptation is indeed
possible as suggested by [14].

i——+o00

(14)

III. FAULT BASED ATTACKS OF SUBSTITUTION
PERMUTATION NETWORK

A. Substitution layer leakage

Our attack targets an SPN operation between two rounds,
r and 7 + 1, shown in Figure 2 in blue. This operation can
be described by equation (15).

X§+1,j = Sr+1,j oA |KT7]. (X;S:f), ] S [l,m]

s)
For simplicity this cryptographic operation is denoted as:
F(Kj, X77) =SrjoA |k, , (X5]) (16)

.J
The input X;Qf and output XTSHJ» size is 4-bit for the ci-
phers LED [9] and KLEIN [11] while 8-bit input and output
variables are used in AES [8] and SAFER++ [20]. However
any other possible S-box input size can be considered.
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Figure 2: Confusion operation at round r + 1.
We want to show that a Hamming weight pair weight of the pair X SP ! XTS +11 j 1s found, the attacker

(HW(XEE), HW(F (K, ;, XT))) can be used to distin-
guish key values K, ;. The easiest way to demonstrate this
is to consider zero Hamming weight, i.e. erf = 0. In that
case, only one key K, ;, ; will provide a zero Hamming weight
output. Similarly, only one key K:] will result in output
which Hamming weight equals b (all bits of output equal
to one), thus keys K ; and K . can be distinguished. This
dependency is 111ustrated with AES

F(KthXSP) =S[K.; ®X§]P , J€el,m] 17

Figure 3 illustrates the HWPD for AES computed for two
different key values. Clearly, these distributions are different
and can hence serve for key differentiation. Due to the nature
of S-boxes, similar results are observed on other SPN block
ciphers such as LED or SAFER++.

HWPD key dependency can be exploited when the Ham-
ming weight of the operation’s input and output are known
to the attacker. So the first problem is to find the input
and output Hamming weights for operation F'. To obtain
a Hamming weight of an intermediate state a multiple bit-
reset fault model can be used:

X=X ne X ecT

7’]7

(18)

where X is a part of the state in round 7 after any SPN
transformation. The maximum number of possible values
for X% g denoted by A = #X is a function of the data

T ]’
block’s Hamming weight A%}, as shown by equation (19).

T‘j’

A=#X7 = P (19)

Since each value of X, = X Ae will lead to a different
output, equation (19) also links the maximum number of
observed ciphertexts and the Hamming weight of Xf?j. For
byte values the maximum number of different ciphertexts is
A€ {1,2,...,256} while for nibbles A € {1,2,...,16}.
In this paper the fault injection is used to determine
the Hamming weight of the input and output state-parts
XSP and XSHJ used in equation (15). The manner in
Wthh Hamming weight is determined by fault injection is
illustrated in the next subsection III-B. Once the Hamming
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can search the correct key value using key sifting and key
likelihood information, as will be discussed in the subsection
II-C.

B. Hamming weight computation

We assume that a multiple bit-reset error! e can be
invoked in the a middle cipher round:
X =XLne X ecTF) (20)

The error e is assumed to be uniformly distributed over
the space I, hence all ciphertexts have equal appearance
probabilities. We assume that the value X”» cannot be
directly accessed, so the attack’s principal idea is to de-
termine the Hamming weight of this variable by injecting ¢
random multiple bit-reset faults and observing the number
of different outcoming ciphertexts.

We assume that Y, different ciphertexts are observed after
¢ fault injections. We want to compute the probability that
faults injected in a variable with the Hamming weight A =
2h75 could produce Y, different ciphertexts. This can be
considered as an occupancy problem [27] where Y, out of
A bins are occupied after throwing ¢ balls.

In the classical occupancy problem, the probability
Pr(Y, = k) can be computed using equation (21) given
in [28].

May, ¢
(A—r)INE

Pr(Y; = ) = {0

ke {l,..,

else

min(A, £)} @D

where « ¢ is the Stirling number of the second kind i.e.

1 - k—i [ B\ e
ane = g 2 (5):

In our case the values Y, and ¢ are known but A must be
determined. To estimate \ we build a maximum likelihood
estimator \ as a function of & and {, i.e. we compute
equation (21) for all the values \; > 2MMogz (7)1 apd amongst

IThe attack is also working with the multiple bit-set fault model
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Figure 3: Hamming weight probability distribution for the AES operation S[X & k|.

them the \; with the maximum probability is assumed to be
correct:

A = argmax, Pr(Y; = &|);) (22)

The above Hamming weight detection method was simu-
lated for nibbles and bytes. A given number ¢ of randomly
generated multiple bit-reset faults were injected into a ran-
domly generated variable x and the number of different
faulty values Y, were used to determine the Hamming weight
of the variable using formula (22). The total number of
successfully determined Hamming weights was recorded
for 10° trials and the success rate was computed for each
number of faults ¢ as shown on Figure 4.

On the average 15 faults sufficed to detect the Hamming
weight of a nibble with a 99% probability. Determining bytes
with the same probability required 62 faults.

The occupancy problem and various estimators were pre-
viously discussed in [29], however the maximum likelihood
estimator was chosen due to the limited number of possible
bins and computational simplicity.

C. Key search

An attacker has N pairs of Hamming weights

(HW(XTSI;D”),HW(XE_;_ZL]-)) ,i € [1, N] received for the
i SPi

XT+1,j S'r+l7j o A |K7\j (Xr,f )

In the following part, the notations (hi,hi, ;) and

(’H,W(Xff’i), HW(X,,Sij)) are interchangeable.

The key search process is performed in two steps: The first
step, called key sifting, is a typical equation-based approach
when the key has to satisfy a set of equations. The present
attack uses N pairs (hi,hi, ) to find the key candidates

that satisfy the following constraint:
£ = {keF5: Vie[l,N]
HW(z) = hi, 4
HW(Sri150A |k () = hi+1}

same operation

3z € FY,
(23)
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N = = = Hamming weight recovery rate for 8-bits variable

o
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Number of faults

Figure 4: Results of Hamming weight computation by fault
injection.

Reducing |£| requires a significantly higher number of pairs
than ciphertext- or plaintext-based attacks.

To perform second step, called key likelihood estimation,
the HWPD Prj, [HW(x), HW (S;4+1; 0 A |k (z))] is pre-
computed for each key value k € F4 and uniformly dis-
tributed = € F}. During this step the probability distribution
function is computed for the list of obtained Hamming
weight pairs Pr,. {h{;,hi 41|+ Then the Euclidean distance
between the Pr, and Prj is computed for each key from
the list k € L:

D(Pr,,Pry) = | Y (Pr, [hi, hj] — Pri[hi, hy))* (24)

Vhihj

and the key candidate with the minimum distance is betted
upon as correct:

k = arg min, D(Pr,,Pry,) (25)
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D. Simulation
The key search algorithm was simulated for LED, AES

and SAFER++. Operation (15) of each cipher is described in
the Table I. Note that LED and AES uses bit-wise exclusive
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or as key mixing operation, while SAFER++ applies byte
addition. SAFER++ uses two kind of S-boxes based on
discrete logarithm and exponentiation. In our test we used
discrete logarithm-based S-box with 256 elements.

The key search was performed with known Hamming
weights (HW(XZFP), ’HW(XiH)) that could have been
recovered at an earlier step by fault injection. The successful
key recovery was recorded after key sifting and key likeli-
hood estimation and shown in the Figure 5 for the various
ciphers considered.

As illustrated on Figure 5, key likelihood estimation
significantly improves key recovery success rate. Moreover,
key sifting does not converge to 1, which justifies the usage
of the key likelihood estimation step. The average number
of Hamming weight pairs needed to recover the correct key
with 99% confidence is 50 for LED, 250 for AES and 200
for SAFER++.

Simulations reveal that our attack can be used to recover
round keys. The total number of required faults, given in
Table II, depends on the cipher’s S-box input size, key
mixing operation and the number of elements in S-box. For
example, to recover all the sixteen AES key bytes, we would
need 480,000 faults.

IV. FEASIBILITY OF THE ATTACK

This section discusses practical aspects of the proposed
fault attack, namely multiple bit-set or bit-reset fault models,
precise fault injection time and the required number of faulty
ciphertexts.

1) Multiple bit-set or bit-reset fault model: One of the
attack’s main assumptions is that a multiple bit-reset (or
multiple bit-set) can be invoked by fault injection. Pre-
viously, these fault models have been applied by various
papers [12], [15]. The practical feasibility of bit-reset (or
bit-set) fault injection was shown in a set of experiments.
The multiple bit-set fault model was observed during EM-
glitch fault injection as described in [30]. [31] reports that
during laser fault injection to SRAM, bit-flip fault model is
irrelevant, only bit-set (or bit-reset) errors are feasible.

2) Precise fault injection time and space: A second attack
requirement is precise fault injection, i.e. the time and the
location of a fault must be well specified. This is a single
fault attack since only one fault has to be injected during
an encryption. The identification of fault injection time and
place can be done during the characterization phase when the
adversary has the full control over the device. To identify
the processing time of the state value Xﬁ?j an adversary
may use side-channel based reverse-engineering techniques
as shown in [14], [32], [33]. Once the time is identified
the adversary can search a location for EM or laser fault
injection. In order to speed up the identification phase the
number of cipher rounds can be reduced. Note that during
the characterization phase an adversary may have access to
the cipher’s input and output but during the evaluation this



Table I: Specification of operation (15) for different ciphers

Cipher Exact operation Size Ofaiiﬁ}i; j(§+1,j ’ Numbeélé)fstil;;:ents in
LED X5y, =S8 [Kny @ X5F] 4-bit 16
AES X5, =S [Kr; @ X5F] 8-bit 256
SAFER++ XZ.,,=5 [Kr,j + X3P ] 8-bit 256

Table II: Number of faults used to recover a key from operation (15) for different ciphers

Cipher Number of plaintexts Numb;rla(i)lfl;;e;lilts per Total number of faults

LED 50 40 2,000

AES 250 120 30,000
SAFER++ 200 120 24,000

information is not accessible; hence, standard fault injection
or side-channel attacks cannot be applied.

3) The number of faults: Simulation shows that approxi-
mately 120 fault injections are needed before the Hamming
weights of the 8-bit input and output state values can be
identified. This number of faults has to be multiplied by the
number of plaintexts required to recover the key value, i.e.
the number of Hamming weight pairs needed for key byte
recovery. In total approximately 30,000 faults have to be
injected before the correct key byte value can be found for
the AES and 24,000 faults for SAFER++. This number of
faults is significantly higher than for other FAs. However,
our attack targets scenarios where other FA methods cannot
be applied. The number of faults seems a reasonable price
to pay. Once the time and location of fault injections are
identified, it is just a matter of time to create this number of
errors. In addition, our attack targets individual nibbles or
bytes depending the S-box sizes. After recovering several
bytes with our method, the rest of the key can be brute-
forced.

4) Countermeasures: Our attack is feasible against imple-
mentations where the number of different ciphertexts can be
counted but their values are inaccessible. The most straight-
forward countermeasures against the presented method are
based on randomization. Infective countermeasures that re-
place the ciphertext by a random number after a fault
recognition is one of them [34]. This countermeasure outputs
the correct ciphertext C' if no fault happens and when a
fault is injected the output is masked with random data
C =Ca®((Ca®C)-n) where 1 is a random number.
With this countermeasure, for the same fault injected, there
are multiple different faulty ciphertexts and thus Hamming
weight computation cannot be applied.

Another type of countermeasures, which is often used to

101

defeat side channel analysis, is masking [35]. In this case, the
operation F' =S, ;0 A |k, ; is changed to F;, = A |,
8’41,j0A |k, 4, Where 7 is the randomly generated mask,
S’ is the new layer computed as a function of the mask
and A |f(,) is the unmasking operation. However, the states
X5P1 and erj'rll’ ; change masks for each encryption, thus

]
the Hamming weight can not be determined.

V. CONCLUSION AND FURTHER WORK

In this paper we have described a new fault attack on
SPN ciphers that has conservative preliminary assumptions.
Namely, the adversary:

o does not know plaintext and ciphertext values.

e can encrypt several times a set of unknown plaintexts.

o knows the number of different results of tampered
encryptions performed for the same plaintext.

o can induce a multiple bit-reset (or bit-set) fault in a
middle of a SPN round.

We show that under these assumptions the adversary can
derive the Hamming weight of an internal round state. When
a Hamming weight of the state before key mixing operation
and a Hamming weight of the state after confusion operation
are known the round key can be recovered. To the authors’
best knowledge this is the first fault attack that can be used
to derive any round key. Also this is the first attack that is
based on Hamming weight of the internal state values.

Simulations confirm that this attack works in practice
against AES, LED and SAFER++.
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